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� The representation of objects by partitions does notonly involve the de�nition of the objects contours atone time instant but also their time evolution. Indeed,region or object tracking is mandatory for a large num-ber of content-based functionalities [18]. This require-ments eliminates all techniques that de�ne partitionsindependently from one frame to another one.� The representation cannot rely on a �xed topology ofthe partition. Indeed, the partition has to evolve withthe modi�cations of the scene content: regions are tobe introduced or removed in the partition when newobjects appear or disappear in the scene.Coding algorithms following this strategy can be viewedas second generation coding approaches [11]. Examples ofregion-based video coding schemes can be found in [19],[37], [4], [15], [9], [3], [32]. The main di�erence betweenthese techniques is the relative importance they assign tothe spatial or the motion information. In a �rst set of exam-ples [37], [15], [32], regions are characterized by their spa-tial homogeneity, whereas in a second set [19], [4], motioninformation is used as the main homogeneity criterion. Fi-nally, examples of segmentation techniques involving bothcriteria can be found in [9], [3]. This last approach o�ers alarge number of advantages: the spatial homogeneity cri-terion allows a very accurate de�nition of the regions andthe processing of generic sequences because, for example,it can deal with the appearance of new objects. The mo-tion homogeneity criterion is important to limit the numberof regions and therefore the coding cost associated to thepartition. This limitation is generally obtained by mergingspatial regions that can be processed, that is compensated,together.All these techniques have the same structure involvingan analysis phase (mainly the segmentation) followed by asynthesis step (mainly the coding functions). In most ofthem, there is no strong relation between the two steps.One tries to obtain the \best" segmentation, on the onehand side, and then, to code the partition as well as thetexture with the lowest possible amount of bits, on theother hand side. However, high coding e�ciency requires astrong interaction between the analysis and synthesis steps.Indeed, the de�nition of the partition should depend onthe techniques used to code the various regions. Basedon the work done for bit allocation reported in [34], [20],[25], a solution for an optimal de�nition of a partition andof the set of coding techniques to be used in each regionis proposed in [26]. However, in this work, the partitionsare de�ned for each frame independently of the previous



SALEMBIER ET AL.: SEGMENTATION-BASED VIDEO CODING SYSTEM ALLOWING THE MANIPULATION OF OBJECTS 61partitions. Therefore, there is no time tracking possibilityof the regions and the scheme is not really suitable for ane�cient manipulation of objects.This paper describes a video coding system that com-bines the advantages of the approaches mentioned abovein order to allow an e�cient manipulation of objects. Themain features of the proposed algorithm are the following:1) the segmentation involves both spatial and motion ho-mogeneity criteria, 2) the time evolution of each region isde�ned (time tracking), 3) the de�nition of the coding stra-tegy involves a global optimization of the partition as wellas of the coding technique for each region. Moreover, thescheme is quite exible and open to the integration andcomparison of new tools. A �rst version of the algorithmhas been proposed within the framework of MPEG-4 un-der the name of SESAME. A detailed description of thealgorithm and of its hardware complexity can be found in[6].The organization of this paper is as follows: Section 2describes the encoding algorithm and gives some details onthe main processing steps. Section 3 is devoted to codingresults and discusses the possible use of the algorithm forbuilding new content-based functionalities. Finally, con-clusions and open issues are reported in section 4.II. Coding AlgorithmA. Structure of the algorithmThe objective of this section is to give an overview ofthe algorithm and to describe the basic coding strategy.The block diagram corresponding to the encoding processis presented in Fig. 1. The encoding process relies on threesets of functions: Bit Allocation Function, Partition Func-tions and Coding Functions:Bit Allocation Function: This function, correspondingto the Decision block of Fig. 1, makes the link betweenthe analysis (partition functions) and the synthesis(coding functions) parts of the encoder. As discussedin the introduction, an e�cient content-based repre-sentation relies on a careful study of the bit allocationproblem. The objective is to share a given number ofbits between the various types of information to be co-ded and transmitted (motion, partition, gray level andcolor). As a result, the Decision block de�nes the co-ding strategy, that is the set of regions to be coded aswell as the type of coding technique to be used in eachregion. The coding strategy results from the optimum(in the Rate-Distortion sense) selection of regions andcoding techniques out of a set of possible regions andcoding techniques.Partition Functions: The objective of this set of func-tions is to create for each frame a universe of possibleregions out of which the Decision has to create the �-nal partition. Note that, to be able to track objects,this universe of regions should be related to the previ-ous partition. This is the objective of the Projectionblock of Fig. 1. Moreover, the universe of regions hasto o�er to the Decision the possibility to introduce new
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Fig. 1. Description of the encoding processing stepsregions or to eliminate past regions. This function isachieved by the Partition Tree block.Coding Functions: The last set of functions actuallycodes the information necessary to restore the se-quence on the receiver side. It deals with the encodingof the coding strategy (Decision coding), the motioninformation (Motion coding), the partition (Partitioncoding) and the pixel values (Gray level & color) calledTexture in the sequel. To have an e�cient represen-tation, both the partition and the texture are motioncompensated. This explains why the Motion codingblock is located before the Partition and Texture co-ding blocks.In the sequel, the various processing steps are furtherexplained and discussed.Projection block: The objective of this block is to de�nethe time evolution of the regions. To limit as much aspossible the processing delay and the computational load,only the previous coded frame and its partition at timeT � 1 are used to de�ne the time evolution of the partitionat time T . This step is purely a region tracking step [22]and, in particular new regions cannot be introduced. Note,however, that some regions may disappear. The projectionblock will be more precisely described in section II-B.Partition Tree block: The main objective of this block isto create the universe of regions out of which the Decisionhas to create the �nal partition. Assume, in a �rst step, asituation where the scene content is not strongly modi�edfrom one frame to the next one. In this case, the partitionas de�ned by the Projection, called the projected partitionin the sequel, is a rather good approximation of the op-timal partition of the current frame. However, some newobjects may have appeared in the scene and new regionsmay need to be introduced. On the other hand side, seve-
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Fig. 2. Structure of the Partition Treeral regions belonging to the same object can be processedglobally because, for example, they have the same motion.In this case, these regions can be merged to create one sin-gle object and to decrease the coding cost devoted to thepartition. In conclusion, some uctuations with respect tothe projected partition must be allowed. The concept ofPartition Tree [24] can be used to deal with these uctua-tions.As illustrated in Fig. 2, the Partition Tree is formed bythe projected partition plus a set of hierarchical partitionsthat are \above" and \below" the projected partition. Be-low the projected partition, several levels of �ner partitionsare created. The partitions are �ner in the sense that theyinvolve a larger number of regions and that the contourspresent at a given level are also present at lower levels.This procedure can be viewed as a hierarchical segmenta-tion that splits the regions of a given level to produce theregions of the next lower level [27]. Note that the procedureis purely spatial: it does not take into account any motioninformation. Above the projected partition, several levelsof coarser partitions are created. Here, regions are mergedif they can be processed globally: this reduces the parti-tion coding cost and goes closer to the notion of objects. Inpractice, following a motion homogeneity criterion, regionsare successively merged to create coarser partitions. In sec-tion III, we will see how this initial merging strategy can bemodi�ed to deal with speci�c content-based functionalities.As can be seen, the Partition Tree de�nes the universe ofpossible regions issued from the projected partition. Theseregions can be homogeneous either spatially (lower levels ofthe tree) or in motion (upper levels of the tree). No decisionis made concerning the actual partition to be coded. Theobjective is simply to de�ne a reduced set of regions thatare likely to be part of the optimum partition.Finally, let us mention that, besides the de�nition of theuniverse of regions, the Partition Tree block also includesthe estimation of the motion parameters for all regions inthe tree. This estimation is necessary for the creation of theupper levels of the tree and also for the Decision. SectionII-C discusses more precisely the creation of this tree.Decision block: As previously discussed, based on theRate-Distortion criterion, the Decision block selects the

best strategy in terms of regions and coding techniquesamong a set of possibilities [26], [17]. The Partition Treecontains all regions that may belong to the �nal partition;for each of them, a set of possible coding techniques is pro-posed to the Decision. This last set involves several region-based coding techniques with various levels of quality. Mo-reover, the techniques can be proposed in intra-frame mode(coding of the original signal) and in inter-frame mode (mo-tion compensation of the region and coding of the predic-tion error).Fig. 3 summarizes the decision process: from the Par-tition Tree, all regions are extracted to form the DecisionTree. Several region coding techniques (de�ned by the setof coding techniques fC1,...,Cng are considered for eachregion. Then, taking regions from various levels of thePartition Tree, the Decision block de�nes jointly the bestpartition and the best coding technique for each region.More details about this block can be found in section II-D.Coding blocks: Once the optimum partition and the co-ding strategy have been chosen, the information necessaryto decode the sequence is sent to the receiver. This in-formation is composed of the coding strategy itself, themotion parameters for the regions that should be compen-sated, the partition and, �nally, the texture parameters ofeach region. A large set of coding techniques can be used.Sections II-E and II-F describe more precisely the varioustechniques that have actually been used.Intra-frame mode of transmission is necessary to initiatethe coding process and to periodically refresh the infor-mation at the receiver side. The description previouslygiven assumed an inter-frame mode of coding. For theintra-frame mode, two modi�cations have to be introdu-ced: First, the Projection does not rely on the previouslycoded partition. Therefore, this step is replaced by a sim-ple initial segmentation of the frame. Second, the Decisionprocess optimizes the coding strategy on the basis of thePartition Tree and of only intra-frame coding techniques.B. ProjectionThe partition projection adapts the partition PT�1 offrame T�1 to the current frame [32]. PT�1 is the partitionchosen by the decision for representing the previous image.The projection procedure accommodates PT�1 to the dataof image T, without introducing new regions.In the projection algorithm, the region correspondenceproblem can be solved using connectivity and motion cri-teria [22], [21]. The projection is performed in two steps.First, motion is estimated between the original frames T�1and T , and the previous partition is motion compensated.Then, the de�nition of regions into the current frame is ac-hieved by a 3D watershed algorithm [16] which is essentiallya morphological region growing algorithm that extends thecompensated past regions (called markers) into the currentframe.In the work presented in [21], the compensated regionsused as markers and extended by the watershed algorithmare assumed to be spatially homogeneous. This assump-tion cannot be made now because partitions are formed by
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Fig. 4. Example of projectionregions that maybe homogeneous either in gray level or inmotion. To solve this problem, the Projection block uses adouble partition approach [13]. In this approach, two dif-ferent levels of partition are de�ned. The partition of theprevious image PT�1 is re-segmented in order to achievea �ner partition as shown in Fig. 4. This �ne partitioncontains a larger number of regions which are obtained byre-segmenting the regions in PT�1 following spatial crite-ria. The objective is to guarantee the spatial homogeneityof each region.This �ne segmentation is then projected in the currentframe in order to obtain a �ne segmentation at time T . Asmentioned previously, a 3D watershed algorithm is used forthis �ne partition projection [16], [21]. The algorithm canbe seen as a region growing technique that progressivelyassigns pixels pi to regions Rj . The assignation order isde�ned by a cost function assessing the \distance" betweenpixel pi and region Rj . The cost of assigning a pixel pi toa region Rj uses three di�erent types of information:Cost(pi; Rj) = �1distt(pi; Rj) + �2distc(pi; Rj) (1)+�3distd(pi; Rj)The three functions distt, distc and distd are the distan-ces related to the texture, contour complexity and defor-

mation information, respectively. The function distt com-putes the di�erence between the gray level value of a pixelpi with respect to the mean value of a region Rj . In turn,the function distc is related to the increase in contour com-plexity of a region Rj if a pixel pi is added to it. Finally,the function distd measures the deformation of a region Rjwith respect to the projected marker when adding a pixelpi to it. The use of this cost function provides a good sta-bility of the labels through the time domain and, therefore,allows an e�cient tracking of the objects [12].In order to obtain the partition PT , only those contoursof the �ne projected partition associated to the coarse par-tition have to be kept. This can be easily done since theprojection algorithm keeps track of the labels of each re-gion. Therefore, the projection of a region from the coarsepartition can be obtained by merging the projections of theregions that belong to it at time T ; that is, by re-labelingthe �ne projected partition. However, the projection andre-labeling of the �ne partition does not ensure that anactual partition is obtained. Indeed, unconnected regionsmay have the same label after relabeling. This problem issolved by a cleaning step that keeps the largest connectedcomponent for each label and removes the other connec-ted components with the same label. A pure 2D watershedalgorithm is applied to obtain the �nal partition. The com-



64 IEEE TRANSACTIONS ON CIRCUITS AND SYSTEMS FOR VIDEO TECHNOLOGY, VOL. 7, NO. 1, FEBRUARY 1997plete procedure is illustrated in Fig. 4, where the evolutionof a region is shown.C. Partition tree and Motion estimation1) Creation of the partition tree: The objective of thePartition Tree is to de�ne a universe of regions for the Deci-sion. To limit the complexity of the Decision, this universeshould be of reasonable size and structured in a hierarchicalway [24]. This goal can be achieved by creating uctuationsaround the projected partition: lower levels are generatedby successive hierarchical segmentation steps [27], [32] andupper level are obtained by successive merging.a) Merging procedure: On the upper levels of the Par-tition Tree, coarser partitions are created by merging stepsfollowing a motion criterion. The aim is to merge neigh-boring regions that have a similar motion. Indeed, if theseregions can be compensated using the same motion pa-rameters, the contour between them does not need to becoded and only one set of motion parameters is needed.The merging procedure is iterative: starting from the pro-jected partition, a �rst coarser partition is created. Then,starting from this partition, a new coarser partition is cre-ated. This process is repeated up to the highest level ofthe Partition Tree.At each level, before the merging itself, the motion ofeach region is estimated. This procedure will be detailedin section II-C. It results in a set of six parameters de�ningan a�ne transformation for each region. Then, a RegionAdjacency Graph (RAG) is constructed. Each node of theRAG represents a region and the edges of the graph indi-cate the neighboring relationship between regions.The edges of the RAG are valued by assigning to thema merging cost that estimates the motion di�erence of tworegions. The cost that has been used is the increase of MeanSquare Error (MSE) in the compensation of the union ofthe two regions (with the motion parameters of the regiongiving the lowest MSE) with respect to the MSE obtainedwhen the two regions are compensated separately. Finally,a given number of merging steps is performed by selectingin the RAG the required number of edges with lower cost.b) Re-segmentation procedure: The lower levels of thePartition Tree are created by re-segmenting the regions ofthe projected partition. This segmentation creates new re-gions that can represent new objects appearing in the scene,or objects with several components that have been previ-ously merged together but are starting to undergo di�erentmotions. In both cases, we need to separate regions with aspatial criterion.As the merging, the segmentation is iterative and pro-gressively builds the lower levels of the Partition Tree byperforming several hierarchical segmentation. Note thatthe problem is similar to the one of creating the �ne par-tition in the projection step, but the procedure has to bedone now in a hierarchical way. The morphological appro-ach described in [27], [30], [32] is particularly suitable forthis step: without getting into details let us mention thatthis segmentation approach involves 1) the computation ofthe di�erence between the original frame and the mean of

each region called \residue", 2) the simpli�cation of the re-sidue by \connected operators" [31], 3) a marker extractionstep and 4) �nally a watershed algorithm [16]. In our imple-mentation, all segmentation steps are size-oriented exceptthe last one which is contrast-oriented (see [27], [30], [32],[24] for more details). One of the advantages of this seg-mentation procedure is that it gives good results at a lowcomputational cost.2) Motion estimation: As mentioned previously, themotion of each region of the Partition Tree has to be esti-mated for the merging steps and for the Decision.a) Motion representation: The motion of each region isrepresented by a polynomial model. A simple translatio-nal model is generally not su�cient for regions of mediumor large size. Parametric motion models [7], [36] are ableto give a region-based motion representation that is bothcompact and able to deal with quite complex motions.In practice, on each region X of the Partition Tree, themotion between previous (T � 1) and current (T ) framesis assumed to be a�ne, i.e. de�ned by two polynomials oforder one:dx = a+ bx+ cy; dy = d+ ex+ fy (2)where (dx; dy) is the motion of pixel (x; y) between T � 1and T . This model can handle translations and simplerotations of any planar facet. Of course, to avoid expandingthe bit rate by using models that are more complex thanneeded on some regions (either very small or with simplemotion), the model complexity is adapted to the region itcharacterizes.b) Estimation process: The estimation of the modelparameter is done assuming constancy of the luminancealong the regions trajectories [36]:I(x; y; T ) = I(x� dx; y � dy; T � 1); (3)where I(x; y; T ) denotes the intensity value at location(x; y) at time T .The estimation itself is done by di�erential methods [33].The objective function is the MSE between the original re-gion and its current prediction. The Gauss-Newton methodis used as minimization algorithm. This method iterativelyminimizes the region MSE by following the direction of itsgradient that has been locally linearized. This approachrepresents a good trade-o� between complexity and relia-bility. After the �nal step of the minimization a spatialrelaxation is performed. It relies on a locally controlledpropagation of the current motions parameters to neigh-bor regions.c) Estimation framework: It is well known thatgradient-based minimization methods do not insure theconvergence toward the absolute minimum. The situationis even worse here because regions are of arbitrary size andthe sharp gray level transitions, that are of great help forthe convergence, correspond most of the time to the bor-ders of the regions and are therefore di�cult to exploit. Toimprove the behavior of the algorithm, the minimizationprocess is carefully initialized and, furthermore, embeddedin a multi-resolution framework.
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Fig. 5. Construction of the Decision TreeFor each region, the initialization tests several sets ofmotion parameters and selects the one that produces thelowest MSE. In particular the set of parameters estimatedfor this region in the previous frame (this is possible thanksto the time tracking ability of the system), as well as theset of parameters of regions located at the same positionbut on other levels of the Partition Tree are tested. Finally,the estimation is done following a multi-scale coarse-to-�nestrategy based on a Gaussian pyramid.D. DecisionThe goal of the Decision step is to select the best codingstrategy among a set of possibilities that are representedby the Partition Tree and a list of coding techniques. ThePartition Tree de�nes the set of regions out of which thealgorithm should create the �nal partition. The list of co-ding techniques de�nes not only the type of techniques, butalso their parameters (for example quantization steps), andthe intra-frame or inter-frame mode choice. To limit theprocessing delay, the strategy is optimized for each frameseparately. The Decision process relies on the concept ofDecision Tree [26], [17] illustrated on Fig. 5. This treeconcentrates in a compact and hierarchical structure allthe possible coding choices. The Partition Tree de�nes thechoices in terms of regions. The list of coding techniquesdeals with the actual coding of these regions.The structure of the Decision Tree is de�ned by the Par-tition Tree: each node of the Decision Tree corresponds to aregion in the Partition Tree. The relations Father/Childrenbetween the nodes are also given by the Partition Tree andde�ne how one region at a given level may either be splitin various regions (Children) or be merged to form a largerregion (Father). To de�ne the coding strategy in the Rate-Distortion sense, the Decision Tree should also convey theinformation about the coding cost (Rate measured in num-

ber of bits) and quality (Distortion assessed by the SquaredError) of all possible coding techniques. Therefore, a list ofrates (\Rate list" in Fig. 5) and a list of distortion (\Distlist" in Fig. 5) are assigned to each node. In practice, eachregion of the Partition Tree is coded by all techniques (withvarious quality levels and either in intra-frame mode or ininter-frame mode) and the corresponding rate and distor-tion values are stored in the Decision Tree. The computa-tion of the distortion is rather straightforward. We haveused the Squared Error between the original and codedframes (that is the sum of squared di�erence between thevalues of the original and coded frames for all pixel belon-ging to the region support). The situation is however morecomplex for the computation of the rate. Indeed the rateassociated to a region is composed of the sum of the num-ber of bits devoted to the texture, the motion as well as theshape information. In practice, the texture and the motioninformation is coded independently for each region so thereis no major di�culty to de�ne the texture or the motionrate for each region. But this independence is not maintai-ned for the shape information because a contour is alwaysshared by two regions. In order to avoid the problem of op-timization with complex dependency between regions, wehave used the following approximation of the shape rate:based on the analysis of a large number of coded frames,an average number of bit per contour points has been com-puted and the shape rate assigned to a region is equal tothis average �gure multiplied by the region perimeter divi-ded by two (each contour point is shared by two regions).Finally, note that this step of construction of the DecisionTree is simply a phase of evaluation of the respective meritsof each technique and no decision is taken.The optimization relies on the technique discussed in[20], [25], [26]. The problem can be formulated as the mini-mization of the distortion D of the image with the restric-



66 IEEE TRANSACTIONS ON CIRCUITS AND SYSTEMS FOR VIDEO TECHNOLOGY, VOL. 7, NO. 1, FEBRUARY 1997tion that the total cost R is below a given budget (de�nedfor each frame). It has been shown that this problem canbe reformulated as the minimization of the Lagrangian:D+�R where � is the so-called Lagrange parameter. Bothproblems have the same solution if we �nd �� such thatR is equal (or very close) to the budget. Therefore, theproblem consists in using the Decision Tree to �nd a set ofregions creating a partition and a set of coding techniquesminimizing D + ��R. Assume in a �rst step that the op-timum �� is known. How can the best set of regions andcoding techniques be selected?� The �rst step is to make a local analysis and to com-pute, for each node, the Lagrangian for each codingtechnique. The technique giving the minimum La-grangian is considered as the optimum one for thisnode and this Lagrangian is stored.� The second step is to de�ne the best partition. Thiscan be done by a bottom-up analysis of the DecisionTree. Starting from the lowest level, one checks if it isbetter to code the area represented by a set of childrenregions as a single region X or as a set of individualregions fxigi with X = Sxi. The selection of thebest choice is done by comparing the Lagrangian of Xwith the sum of the Lagrangians of xi. If the former islower than the latter, the node corresponding to X isactivated and the children nodes are deactivated. Thisprocedure is iterated up to the root node. Note that,to use this approach the distortion should be additiveover the regions. In our experiments, the Squared Er-ror has been used, however, any additive measure canbe used. Moreover, it should be noticed that the ap-proach highly relies on the hierarchical structure of theregions in the Partition Tree.At the end of the procedure, the best partition is de�-ned the regions corresponding to the activated nodestogether with their corresponding best coding techni-que (de�ned during the �rst step of the algorithm).The de�nition of the optimum � parameter can be donewith a gradient search algorithm. The algorithm startswith one very high value �h (1020) and one very low va-lue �l (0) of �. For each value of �, the optimizationprocedure described above is performed. This results intwo coding strategies (partition and coding techniques)that should give rates Rh and Rl respectively below andabove the budget. If none of these rates is close enoughto the budget, a new Lagrange parameter is de�ned as� = (Dh �Dl)=(Rl �Rh). The procedure is iterated untilthe rate gets close enough to the budget.In this formulation of the optimization problem, themain parameter is the budget that is assumed to be gi-ven for each frame. Based on this budget, the algorithm�nds the coding strategy that minimizes the distortion. Inpractice, this procedure creates a coded sequence with a va-riable quality. The same structure can be used to de�ne acoding strategy leading to constant quality sequences. Theonly modi�cation consists in de�ning a target distortionvalue for each frame and in inverting the role of D and Rin the previous explanation. In this last case, the decision
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Fig. 6. Motion compensation loop for partition codingminimizes the coding cost to reach a given distortion.However, in practice, an intermediate solution may beused. Indeed, working at a �xed cost per frame may pro-duce some frames of very poor quality (scene changes, com-plex motion). Most of the time, it is more e�cient to spendmore bits for these frames so that the quality is not toolow and that it may be possible to use these frames forthe compensation of future frames. Therefore, the optimi-zation works basically on a �xed nominal budget, but aminimum signal to noise ratio for each frame is de�ned. Ifthis minimum signal to noise ratio is not reached with thenominal budget, the budget is progressively increased. Theprocedure is stopped when the decision has found the opti-mum strategy: 1) the distortion is minimal, 2) the budgetis at least equal to the nominal budget and 3) the signal tonoise ratio is above a given threshold.E. Partition compensation and coding1) Compensation of partitions: This section describesthe coding of the partition sequence. The information tobe transmitted to the receiver is made of three compo-nents: the shape (contour), the position, and the label ofeach region. To e�ciently transmit this information, thebasic coding strategy for partition coding relies on motioncompensation [28], [29]. This approach is similar to theone classically used for texture motion compensation, butit is applied here on the partition information, that is onan image of labels. Therefore, as illustrated in Fig. 6, thepartition coding involves the prediction by motion compen-sation, the computation of the prediction error, the simpli-�cation of the error, and the coding of the simpli�ed error.Before compensation, the motion parameters of the va-rious regions of the current partition have been estimatedin a backward mode. This step has been achieved in thePartition Tree block. The �rst problem to solve is to de�newhat kind of information can be used to motion compen-sate the partition. Indeed, the motion of the pixels inside aregion (texture motion) may not be equivalent to the mo-tion of its shape. Both motions coincide in the case of arigid foreground region. But, for instance, this is not thecase for a background region because the modi�cations ofits shape or of its contours are de�ned by the motion of theregions in its foreground. However, the texture motion canbe used to compensate both the partition and the textureif an extra information called the order is transmitted withthe motion parameters [23].The compensation itself can work in either a forward or
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Fig. 7. Backward motion compensation of partitiona backward mode. The second mode is generally more sim-ple and is assumed in the following [28]. Let seg(T ) andrec(T ) denote the original (as de�ned by the Decision) andcoded partitions at time T . In general, the partition co-ding is lossy, therefore, rec(T ) 6= seg(T ). The backwardmode is illustrated in Fig. 7. It is a backward mode in thesense that, for each pixel of rec(T ), one tries to �nd itslabel in rec(T � 1). In this case, the main problem is tode�ne which motion vector has to be used when the pixel(i; j) of rec(T ) is considered. Indeed, at this stage, the re-ceiver knows the set of motion parameters for each region,but not the current partition. Therefore, it does not knowthe region the pixel belongs to and it cannot select its cor-responding motion parameters. The solution consists inconsidering at each pixel location all possible vectors de�-ned by all possible regions. In the case of Fig. 7, there aretwo regions; therefore, two set of motion parameters areconsidered for each point: one given by the parameters as-signed to region 1 fmot1g and one given by the parametersassigned to region 2 fmot2g. Each time a vector de�nedby the motion parameters of region n does not point to apixel belonging to region n in rec(T � 1), the compensa-tion is invalid and discarded. In Fig. 7, this is the case forone of the two vectors used for points A and C. However,after each point has been considered, some pixels have novalid compensation (empty areas) and some others havemore than one candidate (overlapping areas, see point Bof Fig. 7). To solve the conicts of overlapping areas, anextra information called the order [23] is used. The orderinformation de�nes which region is considered to be in theforeground of which region. In case of conicts betweenlabels, the foreground region gives the correct label. Thereader is referred to [28], [29] for the detailed descriptionof order estimation algorithms. The problem of overlap-ping areas is in practice quite important when using a�nemotion models. However, the use of the texture motionand of the order is a quite e�cient solution, because thetexture motion information lead to a good compensation ofthe texture, and the order only represents a small amountof information necessary to compensate the partition. Theorder information is also useful for content-based represen-tation implying multi-layer representations. Finally, theempty areas are left without label and are processed ascompensation errors.2) Coding of the partition: Once the order has been es-timated, the coding of the partition can be done. The
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regionsFig. 8. Structure of the partition codingstructure of the partition encoding process is illustrated byFig. 8. First, all regions that have to be sent using the intra-frame mode of the partition coding are processed. Theseregions are either regions that have no motion parametersbecause the Decision has de�ned an intra-frame mode fortexture coding or regions that produce very large shapeerrors if they are compensated. The second step consistsin computing a partition involving both the regions sentin intra-frame mode and the compensated regions. Finally,the partition errors are extracted, simpli�ed, and coded. Inthe sequel, we describe briey these three blocks (see [28],[29] for more details).a) Code intra-regions: The objective of this block is two-fold: �rst, to send the contour information of the regionstransmitted in intra-frame mode and second, to create abinary mask de�ning where the partition is considered asbeing already de�ned. During the compensation, each timea label is compensated at a location corresponding to aregion transmitted in intra-frame mode, the compensatedlabel is not taken into account.For the coding itself, almost all partition coding tech-niques (lossy or lossless) may be used (see [29]). In ourimplementation, the modi�ed chain code described in [14]has been used. This coding step allows the restorationon the receiver side of the contours of the intra-regions.However, it does not say which regions are transmitted inintra-frame mode. To actually create the binary mask atthe receiver side, a binary code is sent for each region.b) Compensate partition: The compensation of the pre-vious partition is done as described in Fig. 7. In case ofconict between several labels, a decision is taken on thebasis of the order information. At the end, the compen-sated information is post-processed in order to create apartition where each region is made of only one connectedcomponent (cleaning step).c) Code inter-regions: The partition encoding in inter-frame mode consists in computing the error of the compen-sated partition, in simplifying this error, and in sending theinformation about the contours and labels of this error.1. Compute error partition: The error computation con-sists in extracting the pixel locations where the com-pensated label is di�erent from the label of the parti-tion de�ned by the Decision. This results in an errormask.2. Simplify error partition: This step introduces the los-ses in the coding process. Each region of the errormask is examined to know whether it has to be preser-ved and coded or discarded. In practice, two criteriacan be used:(a) geometrical criterion: an error region is discardedif its size is smaller than a given size,
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Original frame Final partition Coded frameFig. 9. Example of inter-frame processing

Fig. 10. Coding results for the Foreman sequence coded at 42 Kbits/s and 5 frames/s. First row: original frames 0, 115 and 235. Secondrow: coded frames(b) gray level criterion: an error region is discarded ifits use in the coding does not introduce a strongmodi�cation of the gray level (or color) values.3. Code error contour: The actual coding of the error isdone in two steps. The �rst step consists in coding thecontours of the error regions. It relies on a di�erentialcoding of the contours. Indeed, the receiver alreadyknows the contours that correspond to the compensa-ted partition. Therefore, only the new contours haveto be sent. Coding techniques similar to the one usedfor the intra-frame mode can be used. The resultingpartition can be seen as an over-partition because itinvolves contours of the compensated partition and of
the segmentation.The second step is to send the label of each region ofthe over-partition. First, the labels assigned on thereceiver side are extracted. They correspond to thelabels that were de�ned by the compensation process.Second, the most probable labels of each region are es-timated. Note that, because of the simpli�cation step,each region of the over-partition may involve severallabels of partition to code. The most probable labelis de�ned as the label that has the highest number ofpixels in the considered region. The labels can be sentdirectly in the transmission channel but, in general,this would result in an excessive amount of informa-
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Frame numberFig. 11. Evolution of the PSNR for the Foreman sequencetion. To reduce this amount of information, speci�ccoding strategies are used. Examples of these can befound in [28], [29].F. Texture compensation and codingThis section describes the di�erent techniques that areused to actually code the texture of the image. Imagesare coded using the reconstructed partition and followingthe results of the Decision step. Therefore, inter-frameand intra-frame mode region-based coding techniques areused. The main di�erence between these two modes is that,for inter-frame mode, a texture motion compensation isnecessary.1) Texture motion compensation: The aim of the mo-tion compensation step is to build the best possible motionpredicted image from the last coded image. In this codingapproach, the motion compensation relies on the previousand current partitions as well as the motion information.These data are utilized to prevent the incorrect motioncompensation of uncovered areas.A restricted motion compensation is applied in order topredict the texture of a current region from that of a pre-vious one. The restriction consists in compensating eachpixel using the motion parameters of its region only if thereis a correspondence between the label the prediction comesfrom and the current label. The texture of the areas thatcannot be motion compensated due to this restriction isobtained by extrapolation of the compensated texture in aregion by region basis [32]. This way, the texture of theuncovered areas that may appear in a given region is ex-trapolated only using texture information from this region.The use of restricted motion compensation improves thequality of the compensated images. In addition to this im-provement, this method has the very important feature ofensuring the region independence in the motion compen-sation step. This feature is necessary for content-basedmanipulations (such as drag and drop of objects), since itenables the separate decoding of any moving object.2) Texture coding: The goal of the region-based texturecoding is to encode the texture and color information insideeach region of an image partition. In intra-frame mode, thetexture is formed by the original pixel color values, whereas,
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Fig. 12. Evolution of the number of bits per frame for the Foremansequencein inter-frame mode, the texture to be coded is the motioncompensation error. The algorithm exibility allows thecombination of several texture coding techniques. For eachregion, the technique giving the best compromise in theRate-Distortion sense is selected. This selection is perfor-med by the Decision step.In particular, three di�erent texture coding techniqueshave been used: polynomial approximation onto orthogo-nal bases [8], Shape-adaptive DCT [35] [10] and region-based wavelets. For the �rst technique, cosine basis functi-ons have been chosen as orthogonal bases given that theyhave proved to often outperform polynomial functions. Thebasic idea of region-based wavelets has been introducedin [2]. Here, some improvements relying on the use ofnon-separable bidimensional wavelet �lters, combined witha region-based lattice vector quantization, are presented.The proposed approach is based on the use of the quincunx2D wavelet transform, which utilizes 2D non-separable lowand high-pass �lters [1].When wavelets are applied on blocks or images, schemesbased on 2D non-separable �lters have proved to generallyoutperform those relying on separable �lters. Thus, theidea is to generalize the use of 2D non-separable wavelet�lters to region-based schemes. The process relies on twopoints:1. The building of one low-pass and one high-pass seg-mentation mask at each level of resolution.2. The e�cient extension of the boundaries of the regionsto minimize the reconstruction errors.In order to build the low and high-pass subbands at eachdecomposition level while keeping a region-based appro-ach, the segmentation mask (referred to as parent below)is split into 2 segmentation masks (children) correspondingto the low and high-pass subbands. The same process isperformed for each region. To reconstruct the image atthe synthesis side, the total number of pixels in a childrenregion has to be equal to the number of pixels in the pa-rent region. Moreover, as both square and quincunx gridsare handled, according to the resolution level, the pixels ofchildren regions are arranged in an e�cient way in squareand quincunx sampling grids.
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Fig. 13. Coding results for the Children sequence coded at 320 Kbits/s and 15 frames/s. First row: original frames 6, 100, 192. Second row:coded frames
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Fig. 14. Evolution of the PSNR, the number of bits and the Lagrangeparameter � of the Children sequenceOnce the splitting of the segmentation mask is achieved,the �ltering and down-sampling of the image are performedindependently on each region. To minimize the reconstruc-tion errors on the region borders, an e�cient extension ofthe boundaries is previously done. The method relies onthe addition of N layers around the region, where N is thehalf size of the �lter. The same process is iterated to buildeach layer. At each iteration, the magnitudes of the pi-xels of the extra layer are computed as the mean values oftheir neighboring pixels belonging to the region. The con-nectivity is 4-neighbors whatever the grid. Regarding thelow and high pass �lters used for the wavelet transform,bidimensional biorthogonal �lters have been chosen. Filtercoe�cients are given in [1].Once the wavelet coe�cients have been computed, a mo-di�ed lattice vector quantization process (LVQ) is perfor-med to quantize them e�ciently. In [5] a fast quantizationalgorithm for the LVQ based upon the lattice Dn is pre-sented for the case of block-based schemes. It groups thetransformed coe�cients into blocks and each block forms

Sequence Bit rate Decision Motion Contour TextureForeman 42 Kb/s 1.8 % 4.2 % 19.0 % 75.0 %Children 320 Kb/s 1.0 % 2.1 % 8.9 % 88.0 %TABLE IBit allocation of the examples of Figures 10 and 13a vector that is quantized. This allows to bene�t fromthe vertical and horizontal correlations of the transformedcoe�cients.In this work, this technique has been extended to thecase of region-based schemes. First, the smallest rectangleof even horizontal and vertical length framing the currentregion is determined. This rectangle is split into blocksof size 2x2. For each block, the transformed coe�cientsbelonging to the current region are stored in a vector tobe quantized, whose size depends on the number of coef-�cients. This way, vectors of size 1, 2, 3 or 4 are built.Therefore, according to the current vector size, an appro-priate codebook has to be chosen for the quantization step.III. Performances in coding efficiency andcontent-based selective codingThe objective of this section is to show the capability ofthe algorithm to achieve good coding e�ciency as well asto deal with content-based functionalities. In particular,the necessary modi�cations to allow the algorithm to carryout object tracking and content-based selective coding aresummarized and some results presented.A. Coding e�ciencyLet us start by an overview of the projection, the Par-tition Tree creation, the Decision process and the coding.An example is given in Fig. 9. The image on the �rst rowcorresponds to the partition of the previous frame. This
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Fig. 15. Comparison between selective and non-selective coding of the head of the mother in frames number 0 (�rst row), 84 (second row)of the Mother and Daughter sequence. Left: original frames, Center: selective coding, Right: non-selective coding.partition is projected and the projected partition can beseen in the center of the second row. This step de�nes thetime evolution of the previously transmitted regions. Ba-sed on the projected partition, the Partition Tree is crea-ted: in the example of Fig. 9, levels 1 and 2 are obtained byhierarchical segmentation following a spatial homogeneitycriterion. Note in particular, how regions representing de-tails of the face or of the background are introduced in theuniverse of regions. Levels 4 and 5 are created by mergingregions with similar motion. Note here how background re-gions are merged because of their homogeneity in motion.The �nal partition is shown in the center of the lower row.In this partition, some regions are homogeneous in terms ofgray level (regions corresponding to homogeneous part ofthe building) and others are homogeneous in motion (re-gion corresponding to the face). Finally, the original aswell as the resulting coded frames are shown in the lowerrow.The algorithm has been mainly tested with QCIF andCIF sequences and bit rates from 24 to 320 Kbits/s. Inorder to demonstrate the capability of the algorithm tocope with various types of sequences and scenarios, twodi�erent examples are presented in this section:� The example of Fig. 10 shows the frames of the se-quence Foreman coded at 42 Kbits/s. This sequenceis in QCIF format (176x144 pixels) and has been codedat 5 frames/s. The �rst row corresponds to the origi-nal frames number 0, 115 and 235 and the second rowto the coded frames. The time evolution of the PSNRand of the amount of bit per frame is shown in Fig. 11and Fig. 12. The mean PSNR is around 30.5-31.0 dBand increases at the end of the sequence where themotion tends to disappear. In Fig. 12, together withthe total number of bits per frame, the main pieces ofinformation are shown: decision, motion, shape andtexture/color. It can be seen in particular that thebit-stream increases around frame 180 which is a di�-

cult part of the sequence involving a strong panning. Asigni�cant part of the texture/color information can-not be compensated and has to be sent in intra mode.Moreover, a fairly high number of new regions are in-troduced in the partition. Finally, at the end of thesequence, the number of bits devoted to the shape in-formation drops because the sequence become almoststill and most regions are merged together.� In turn, the example of Fig. 13 shows the frames ofthe sequence Children coded at 320 Kbits/s. This se-quence is in QCIF format and has been coded at 15frames/s. The �rst row corresponds to the originalframes number 6, 100 and 192 and the second row tothe coded frames. Details about the evolution of thePSNR and the number of bits per frame can be foundin Fig. 14. Together with these results, we also showthe time evolution of the Lagrange parameter � thatde�nes the rate-distortion ratio.The average (computed for the whole sequence) results ofthe bit allocation among the di�erent types of informationfor both examples are summarized in Table I. Note that theDecision algorithm has selected a quite di�erent strategyfor the two bit rates: for low bit rates almost 20 % of thebit stream is devoted to the partition information whereasless than 10% is used for this type of information for higherbit rates. Finally, let us mention that by comparison withthe algorithm presented in [32] using a much simpler bitallocation rule, the current algorithm provides between 2and 3 dB of PSNR for very low bit rates (30-40 kBits).B. Content-based selective codingIn order to address content-based functionalities, imageshave to be described in terms of objects or groups of ob-jects. These objects can be de�ned automatically or by theuser, even on the receiver side in the case of an interactiveapplication. Once they have been de�ned, the algorithmshould make possible their tracking, within the coding sc-



72 IEEE TRANSACTIONS ON CIRCUITS AND SYSTEMS FOR VIDEO TECHNOLOGY, VOL. 7, NO. 1, FEBRUARY 1997heme, through the time domain. Such a possibility opens,for instance, the ability to encode objects of interest with ahigher quality than other parts of the image. In the propo-sed algorithm, the object tracking is mainly related to theProjection and Partition Tree blocks, whereas the selectivecoding is associated to the Decision block.� Projection: The partition of the previous frame, whichshould already contain a region or set of regions descri-bing the objects of interest, is projected following thedouble partition approach that has been presented inSection II.B. The position of the objects of interest inthe current frame is obtained by regrouping the projec-tion of the regions that formed the objects of interestin the previous frame.� Partition Tree: The set of partitions that forms thePartition Tree is created having in mind the constraintintroduced by the projection of the objects of interest.The di�erent proposals of regions contained in thePartition Tree must not be in contradiction with thetask of tracking the objects of interest. This transla-tes into preventing, for partitions above the projectedpartition, the merging of regions with similar motionif they do not belong to the same object of interest.Such a merging would make impossible the separatetracking of the objects of interest.� Decision: This block should yield a coding strategyleading to a lower distortion within the objects of in-terest than in other areas of the image. In order toobtain this selective coding, the bit allocation strategyused in the basic coding algorithm is slightly modi�ed.In this case, if a target bit rate has to be reached, selec-tive coding can be implemented by simply multiplyingby a given factor the distortion in the regions formingthe objects of interest.� Coding: This block does not need to be changed sincethe coding techniques used in this functionality are thesame as those used in the general case.Fig. 15 presents the results of applying the previous al-gorithm to the sequence Mother and Daughter. The �rstcolumn in Fig. 15 presents two original frames of the se-quence, whereas the second and third columns show thedecoded frames using selective and non-selective coding,respectively. The whole sequence has been coded in bothcases at 30 Kbits/s and 5 frames/s. In this example, thehead of the mother has been selected as area of interestto be tracked and selectively coded. The selective codinghas been carried out by multiplying by a factor 10 the dis-tortion inside this area of interest. The di�erent qualitiesobtained for the heads of both persons in the scene shouldbe highlighted. In addition, note that the evolution of themother's face is correctly tracked.IV. ConclusionsThis paper has presented and discussed a generic videocoding algorithm. It is a region-based scheme where regi-ons are tracked in time. The bit allocation plays a centralrole in the coding process, it makes the link between theanalysis and the synthesis parts of the encoder. While de-
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