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ABSTRACT 

This paper discusses the usefulness of a partition-based image 
representation in the context of user-assisted segmentation, and 
compares it with the two other most common image 
representations in this framework: pixel-based and transition- 
based. Partition-based image representations allow user- 
interaction at the region level, which is a very natural and 
friendly manner to interact with images. The paper describes 
various region-based implementations of the most common 
types of user interaction; namely, initial object selection, object 
refinement, imposing objects characteristics, selection of 
specific objects, selection of objects that are similar to a 
previously selected one. In all cases, partition-based image 
representations, and their associated region-based tools for user 
interaction, show up to be very suitable for interactive image 
segmentation. 

1. INTRODUCTION 

Nowadays, there is a growing interest on the creation of 
segmented contents from generic video sequences. Such an 
interest is mainly due to the emerging MPEG-4 and MPEG-7 
standards as well as to the increasing demand of special effects 
in post-production of video data [3] [12]. 

Automatic video segmentation has shown to be a very 
cumbersome task, especially when no a priori information 
about the object(s) to be segmented is available. Thus, new 
segmentation techniques allowing user interaction are currently 
under study [13 [21 [51[61 171 11 11. 

Interaction has to be as intuitive and flexible as possible to 
enable the user helping and conducting the analysis process 
with a minimum effort. The main drawback of many interactive 
segmentation systems is that, since they rely on techniques 
developed for automatic applications, user interaction is not 
tailored to the user needs. The types of interaction that are 
commonly necessary cover the following aspects: initial object 
selection, object refinement when a new part of it becomes 
visible, imposing objects characteristics (e.g. its shape, type of 
motion, possible trajectory), selection of specific objects (e.g. 
human faces), selection of objects that are similar to a 
previously selected one. 

In this paper we discuss the three main approaches of user 
interactive segmentation that have been proposed in the 
literature; namely, feature-based, contour-based and region- 
based. Each one of these approaches has an associated 
underlying image representation; pixel-based, transition-based 
and partition-based, respectively. 
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In the framework of partition-based image representation, we 
present techniques that allow addressing, in a natural and 
simple manner, the previous types of user interaction. 
Furthermore, we show that the most relevant features of the 
other two approaches can be adopted by the region-based 
interaction approach. 

2. IMAGE REPRESENTATIONS AND INTERACTION 
APPROACHES 

The three main types of interactive segmentation approaches 
arise from three different image representations. Here, the main 
attributes of each image representation and their associated 
interaction approaches are described. Commonly, the same 
principles that are applied for representing images are extended 
to sequence representation. Motion between consecutive frames 
is estimated and applied to the elements that form the 
representation (pixels, transitions or regions) to create a 
temporal link. Analogously, the interaction approaches defined 
for handling images are extended to the case of sequences, by 
allowing, for instance, trajectory specification. 

Pixel-based image representation: It is the simplest image 
representation. In it, images are understood as a set of pixels 
with specific features but no connectivity aspects are taken into 
account in the image model. The associated user interaction 
approach is feature-based, where the user is asked to select a set 
of pixels in the image that correspond to the various texture- or 
motion-homogeneous parts of the objects to be segmented [2] 
[ll].  Thus, the user is not required to precisely define the 
object, which is obtained by partitioning the feature space. 
Such a partition results in a classification of the image space. 

Transition-based image representation: This type of 
representation divides the image into objects, which are defined 
by their boundaries. These boundaries correspond to transitions 
that mark the separation between neighboring homogenous 
areas. Since the relevant aspect is the location of such 
transitions, the related interaction approach is contour-based. In 
it, the user can roughly mark the position of the object 
boundm-es and automatic algorithms accommodate them to the 
object real contours [5] [6]. This approach leads to smooth 
contours accurately representing the real object shape. 

Partition-based image representation: In this type of 
representation, an image is understood as a collection of 
regions that totally covers it (a partition). Regions are 
homogeneous in the selected feature space and connected in the 
image space. Such an image representation enables region- 
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based user interaction. In it, the user can interact with the 
underlying partition(s) that represent the image. 

3. REGION-BASED USER INTERACTION 

Merging regions from an initial partition is the most 
straightforward region-based user interaction [ 11 [ 131. However 
in this section we describe other much powerful techniques that 
cover the most common types of interaction. 

3.1 Initial object selection 

To obtain an accurate object definition, a fixed partition may 
not be good enough. Depending on the complexity of the object 
to be defined, the user may require a large number of mergings 
to create it. A hierarchy of partitions (nested partitions [13]) 
allowing a representation of the image at different levels of 
resolution is a very powerful starting point for assisted object 
definition. The different levels in the hierarchy can be 
associated to the number of regions contained in the partition. 
This way, the user can select the level of detail of the partition 
from which the merging of regions should start. In the 
technique proposed in [13], such a selection can be done in real 
time because a minimum spanning tree represents the nested 
partitions and all calculations are carried out on this synthetic 
data structure. Figure 1 shows a set of different partitions that 
can be selected as starting point for a given image. 

Figure 1 - Original image and three different levels of the 
hierarchy 

To define the object, the user can also combine regions from 
different resolution levels, leading to region configurations that 
are not originally allowed in the minimum spanning tree. This 
is possible because the partitions are nested, that is, going up 
(down) in the hierarchy removes (adds) contours but does not 
create (remove) any new ones. In that way different resolution 
levels can be mixed in the same image, obtaining always a 
partition. Figure 2 shows an example of such type of 
interaction. 

The common mechanisms for assisted object definition in 
feature-based or contour-based approaches can also be 
incorporated to the region-based approach. The set of selected 
pixels in a feature-based approach can be used as markers either 
to create the initial partition or to merge regions from a 

Figure 2 - Interactive segmentation based on a hierarchy of 
partitions 

previously computed partition. This way, connectivity aspects 
can be combined with an object definition similar to the one 
used in feature-based approaches. For this purpose we can 
consider two different techniques. The set of pixels selected by 
a feature-based approach can be introduced as markers in the 
technique proposed in [13]. In this case, markers for the 
background as well as for each selected object are required. 
This set of pixels can also be introduced in a Binary Partition 
Tree discussed in [12]. In this case only markers for the selected 
objects are required, obtaining a segmentation of the image into 
separate objects that does not lead to a complete partition. 

Analogously, the contour-based approach can also be extended 
to region-based by asking the user to roughly draw the interior 
and exterior boundaries of the selected object. These boundaries 
are used as markers in the segmentation process. Another 
possibility is to draw only one contour of a given width, that is 
a band around the real contour. The more the drawn contour is 
accurate, the thinner the band is. The inner and outer boundary 
of this band play the role of interior and exterior markers, and 
the user only has to give one contour. Such boundaries can 
again be used to guide the region merging up to obtaining the 
final object contour. 

3.2 Object refinement 

The previous idea of composing an object by adding regions 
from different resolution levels can be applied for refining a 
given object. Object refinement is especially useful in the case 
of tracking an initial object through successive frames. In this 
case, object refinement may be necessary if the object definition 
varies along the time or if the object tracking technique fails on 
providing a correct object shape. 

The object tracking based on a partition-based approach tracks 
the selected object(s) as well as a finer partition of the whole 
image. Therefore, regions from the tracked partition can be 
added (removed) to the object. This is possible when using an 
object tracking technique based on a partition projection, such 
as that proposed in [8]. An object in a given image is 
represented by the partition of the image and a Look Up Table 
(LUT) that contains the information about which regions from 
the partition form the object. The previous partition information 
is projected into the current image and new regions are added, if 
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necessary, to create the current partition. The object shape in 
the current image is obtained by applying the information 
contained in the LUT. The algorithm has to make a decision on 
whether the new regions belong or not to the object. The set of 
new regions on which the decision is not straightforward can be 
proposed to the user as candidates for the interactive 
refinement. 

The refinements described so far are assumed to be carried out 
on-line. However, an off-line refinement tool may also be 
necessary if, after processing a large sequence, a problem is 
detected and the user does not want to re-run the complete 
process. This possibility, which is not straightforward in 
feature-based or contour-based approaches, can be implemented 
in the region-based approach if the object shape is stored as the 
partition at each frame jointly with the LUT defining which 
regions from this partition belong to the object. This way, an 
off-line refinement process that allows adding (removing) a 
given region of the partition to (from) the object definition 
simply translates into an update of its associated LUT value in 
the successive partitions. 

Figure 3 - Off-line re-definition of the object to be tracked. 

Figure 3 presents an example of off-line interaction where the 
user, to compute the trajectory of the man in the scene, first 
selects to track his body. After processing the whole sequence 
the user decides to add the legs to the object to increase the 
robustness of the trajectory estimation. Instead of re-running the 
process, the user selects, from the stored partition, the region 
corresponding to the legs. The LUT is modified to assign this 
region to the object. Thanks to the partition projection the legs 
are added in one step to the whole sequence. 

3.3 Specify object characteristics 

As stated in section 2, contour-based approaches enable the 
introduction of constraints in the segmentation and tracking 
algorithms so that objects with smooth shapes are obtained. 
Region-based algorithms can also easily include a priori 
information in the analysis process and force the final object 
shape to have specific characteristics such as being smooth, 
formed by a given number of connected components or compact 
(without holes) [8]. Such an information can be introduced in 

the creation of the projected partition or even in the final object 
definition. In this second case, notice that the improvement due 
to this information can be achieved on-line as well as off-line. 

Information about the trajectory of the object or the motion in 
the scene can be introduced in the segmentation process, as 
well. The trajectory of the object to be segmented can be used 
in the partition projection step, allowing a more accurate 
tracking of the regions defining the object. In addition, if the 
object to be segmented is moving, motion information can be 
applied to perform an initialization or first estimation of its 
shape [lo]. If the user knows that, in addition to a moving 
object, the sequence presents camera motion, the main motion 
can be estimated [lo] and its information can be introduced the 
segmentation process. 

3.4 Select specific objects 

For common objects (typically, human faces, persons), the user 
should be able to semantically interact; that is, to directly ask 
for their detection, segmentation and tracking. Pixel- and 
transition-based image representations may allow obtaining 
rough approximations of faces based on, for instance, the color 
of the skin or the oval shape of a face, respectively. However, a 
partition-based image representation enables the natural 
combination of these attributes leading to a more robust 
analysis tool [9]. In Figure 4, an example of the detection of a 
face based on the use of partition-based image representations is 
presented. 

Figure 4 - Example of face detection for sequence Akiyo. 

3.5 Selection of similar objects 

Once an object has been selected, several features (color, 
texture, motion.. .) can easily be extracted from it, following the 
same type of techniques as in feature-based approaches. The 
most homogeneous feature within the selected area will be used 
to detect similar objects in other images and introduced as 
markers in the region approach to find the red contours. Notice 
that in a region-based approach, feature estimation can be 
carried out in a more robust way since the set of sample points 
is enlarged due to the use of regions. In that way the algorithm 
learns from the user interaction and simplifies the detection of 
similar objects. 

Another technique can be used to introduce the acquired 
knowledge about the object. In [4], the concept of detection of 
similar objects is applied to the tracking problem. Once the 
user has selected the object of interest, in that case, the helmet 
that has a very low contrast, the algorithm normalizes the 
following images so that the contrast in the boundary of the 

314 

Authorized licensed use limited to: ECOLE DES MINES PARIS. Downloaded on May 04,2010 at 09:07:20 UTC from IEEE Xplore.  Restrictions apply. 



object is maximized. This technique allows imposing local 
constrains to the segmentation algorithm and, therefore, to 
obtain partitions which are more suitable for object 
segmentation purposes. 

Figure 5 - Detection and tracking of similar objects. 

The first row of Figure 5 presents the three-color components 
in the YUV color space. The second row shows the selected 
object and a band around its boundary. Finally, the third row 
shows the normalized color component images maximizing the 
contrast in the boundary of the selected object. 

4. VOGUE: A REGION-BASED USER-ASSISTED 
SEGMENTATION SYSTEM 

An example of user-assisted segmentation system that 
incorporates some of the previous region-based user interaction 
possibilities is the so-called VOGUE (Video Object Generator 
tool with User Environment) [7]. In it, three different region- 
based interactive algorithms have been combined in the same 
graphic user interface; namely, spatial segmentation [ 131, 
object tracking [8] and temporal segmentation [lo]. VOGUE is 
a clear example of the feasibility and user-friendliness of a 
partition-based interactive segmentation approach. 

5. CONCLUSION 

In this paper we show that a partition-based image 
representation is very suitable for interactive image 
segmentation. It offers a flexible framework for the commonly 
required types of interaction: object definition and refinement, 
selection of a specific type of object, etc. Moreover the 
interaction is user friendly and does not require a deep 
knowledge of the algorithms by the user, i.e. no parameters to 
be tuned. Finally the partition approach can adopt the most 
relevant features of the other two approaches discussed in 
Section 2. 

However, it has to be noticed that some interesting 
functionalities of contour-based approaches have not been 
adopted by partition-based approaches, yet. This is the case of 
the possibility of fixing a specific point in the contour of an 
object during the tracking process (for instance, a comer that 
must be preserved) or to easily enforce the object shape to have 
a predetermined form. Such aspects are still open for research. 
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